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Sense of Agency (SoA) refers to the awareness of being the agent of our own 

actions. A key feature of SoA relies on the perceived temporal compression 

between our own actions and their sensory consequences, a phenomenon 

known as “Intentional Binding.” Prior studies have linked SoA to the sense of 

responsibility for our own actions. However, it is unclear whether SoA predicts 

the way we  judge the actions of others – including judgments of morally 

wrong actions like harming others. To address this issue, we ran an on-line pilot 

experiment where participants underwent two different tasks designed to tap 

into SoA and moral cognition. SoA was measured using the Intentional Binding 

task which allowed us to obtain both implicit (Intentional Binding) and explicit 

(Agency Rating) measures of SoA. Moral cognition was assessed by asking the 

same participants to evaluate videoclips where an agent could deliberately 

or inadvertently cause suffering to a victim (Intentional vs. Accidental Harm) 

compared with Neutral scenarios. Results showed a significant relation 

between both implicit and explicit measures of SoA and moral evaluation of 

the Accidental Harm scenarios, with stronger SoA predicting stricter moral 

judgments. These findings suggest that our capacity to feel in control of our 

actions predicts the way we  judge others’ actions, with stronger feelings 

of responsibility over our own actions predicting the severity of our moral 

evaluations of other actions. This was particularly true in ambiguous scenarios 

characterized by an incongruency between an apparently innocent intention 

and a negative action outcome.

KEYWORDS

sense of agency, intentional binding, morality, pain, accidental harm

1. Introduction

In our everyday life, we physically interact with the environment by changing the 
course of external events. Under normal conditions, we are consciously aware of being the 
agents of our own actions by assuming responsibility for their effects. This phenomenon is 
called “Sense of Agency” (SoA; Haggard and Chambon, 2012; Haggard, 2017).

In recent years, several studies have characterized the features of SoA and endorsed 
the hypothesis that it consists of both prospective and retrospective cognitive evaluations 

TYPE Brief Research Report
PUBLISHED 02 February 2023
DOI 10.3389/fpsyg.2022.1070742

OPEN ACCESS

EDITED BY

Eduar Herrera,  
ICESI University,  
Colombia

REVIEWED BY

Gerit Pfuhl,  
UiT The Arctic University of Norway, 
Norway
Zamara Cuadros,  
Universidad Externado de Colombia, 
Colombia

*CORRESPONDENCE

Chiara Spaccasassi  
 chiara.spaccasassi2@unibo.it; 
 chiaraspacca@live.com

†These authors have contributed equally to 
this work and share first authorship

SPECIALTY SECTION

This article was submitted to  
Cognition,  
a section of the journal  
Frontiers in Psychology

RECEIVED 15 October 2022
ACCEPTED 13 December 2022
PUBLISHED 02 February 2023

CITATION

Spaccasassi C, Cenka K, Petkovic S and 
Avenanti A (2023) Sense of agency predicts 
severity of moral judgments.
Front. Psychol. 13:1070742.
doi: 10.3389/fpsyg.2022.1070742

COPYRIGHT

© 2023 Spaccasassi, Cenka, Petkovic and 
Avenanti. This is an open-access article 
distributed under the terms of the Creative 
Commons Attribution License (CC BY). The 
use, distribution or reproduction in other 
forums is permitted, provided the original 
author(s) and the copyright owner(s) are 
credited and that the original publication in 
this journal is cited, in accordance with 
accepted academic practice. No use, 
distribution or reproduction is permitted 
which does not comply with these terms.

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
http://crossmark.crossref.org/dialog/?doi=10.3389/fpsyg.2022.1070742﻿&domain=pdf&date_stamp=2023-02-02
https://www.frontiersin.org/articles/10.3389/fpsyg.2022.1070742/full
https://www.frontiersin.org/articles/10.3389/fpsyg.2022.1070742/full
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://doi.org/10.3389/fpsyg.2022.1070742
mailto:chiara.spaccasassi2@unibo.it
mailto:chiaraspacca@live.com
https://doi.org/10.3389/fpsyg.2022.1070742
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


Spaccasassi et al. 10.3389/fpsyg.2022.1070742

Frontiers in Psychology 02 frontiersin.org

of executed actions and their consequences (e.g., Gallagher, 2012; 
Chambon et  al., 2014; Haggard, 2017). Specifically, before 
performing an action, the agent would first select which action 
to perform from a variety of possibilities and, in a second step, a 
prediction of its future output would be  envisaged (the 
prospective component). As soon as the action has been 
performed, the feedback from its outcome is available to the 
agent, allowing comparison between the predicted and actual 
signals (the retrospective component). The final output of this 
comparison, which is called the “prediction error,” is essential for 
defining the strength of SoA: people will feel more in control of 
their actions if a prediction error does not occur (or it is 
negligible), compared to situations where there are substantial 
incongruencies between the predicted and actual outcomes 
(Fletcher and Frith, 2009; Carruthers, 2012; Seth et al., 2012; 
Haggard, 2017). Thus, temporality plays a pivotal role in this 
“comparator model” of SoA: events occurring too early or too late 
in time compared to the performed action are not considered to 
be linked outcomes (Frith et al., 2000; Ruess et al., 2018).

Unsurprisingly, temporal cues have been usefully employed to 
experimentally study SoA, as in the case of the Intentional Binding 
paradigm. Intentional Binding takes advantage of a temporal delay 
elapsing between an action and its sensory consequence (Engbert 
et al., 2007), and it stands out as the most widely used paradigm 
for investigating implicit SoA in the existing literature (for a 
critical view on its validity, see Suzuki et  al., 2019). After a 
voluntary, intentional action (e.g., a key press) which generates an 
outcome after a short delay (e.g., a sound), participants report the 
time of the action or its outcome. Results typically show a reduced 
temporal estimate of the interval between the action and its 
outcome for voluntary actions compared with involuntary 
movements (Haggard et al., 2002). This compressed estimate is 
explained by delayed perception of the action execution as well as 
anticipated perception of outcome onset. On the contrary, when 
participants perform an action involuntarily – by having body 
parts passively moved – this temporal compression is not observed 
(Haggard et al., 2002; Engbert et al., 2008). Authors proposed that 
this discrepancy likely reveals the cognitive mechanisms related 
to SoA; in particular, the more people feel in control of an action, 
the stronger the temporal link between the action and its outcome 
(Poonian and Cunnington, 2013; Imaizumi and Tanno, 2019; 
Suzuki et al., 2019; Caspar et al., 2020; Ciardo et al., 2020).

Interestingly, studies have shown that pressing a button 
eliciting a tone and watching another person performing the same 
action led to similar perceived shortenings of the action-outcome 
interval, compared with a closely matched control stimulus 
(Poonian and Cunnington, 2013). These results suggest that 
similar processes are implemented to make causal attributions of 
sensory outcomes to our own actions and to others’ actions. The 
link between our own actions and others’ actions recalls the 
“motor resonance” mechanism, which refers to the activation of 
motor neurons when watching actions performed by other people 
(Avenanti et al., 2007; Uithol et al., 2011; Spaccasassi et al., 2022), 

supporting action understanding and imitation (di Pellegrino 
et al., 1992; Rizzolatti et al., 2006).

This self-other overlap goes beyond the motor domain; for 
instance, understanding others’ thoughts relies on the ability to 
understand our own thoughts (Carruthers, 1996; Waytz and 
Mitchell, 2011). This higher level “simulation” mechanism is 
well-documented in the moral cognition field: the greater the 
development of moral reasoning capabilities, the stronger the 
ability to understand the intentionality of others’ actions (Buon 
et  al., 2013). Despite the growing interest in the scientific 
investigation of moral cognition (for a review, see Greene, 
2015), as well as SoA (Moore et al., 2009; Moore and Haggard, 
2010; Beck et al., 2017; Lush et al., 2017; Caspar et al., 2020; 
Ciardo et al., 2020), to date, evidence of their relation is meager. 
To fill this gap, here, we  combined two behavioral tasks 
addressing moral cognition and SoA. We asked participants to 
perform an online revised version of the Empathy for Pain task 
(Decety et al., 2011) by rating, along different axes, harmful and 
neutral scenarios where two characters interact. In the 
Intentional Harm scenario, an offender deliberately inflicts pain 
on a victim. In the Accidental scenario, the agent accidentally 
provokes harm to the victim. In the Neutral scenario, the two 
characters’ interaction is emotionally neutral and no harm 
occurs. We also asked participants to perform the Intentional 
Binding task online to assess their SoA (Imaizumi and Tanno, 
2019). If people with a stronger sense of responsibility for their 
own actions tend to ascribe more responsibility to the agents of 
observed actions, we hypothesized that they would attribute 
more intentionality to others, leading to harsher moral 
evaluations (and, possibly, a stronger desire to punish the agent) 
when the outcomes of the observed actions are negative, as in 
the case of scenarios depicting harmful interactions.

2. Materials and methods

2.1. Participants

70 participants (29 males, 60 right-handed, mean age 
25.4 years, standard deviation 4.82, range: 19–45) participated in 
this study. Sample size was determined through a power analysis 
conducted using the “pwr” package in R (Team, 2021), with power 
(1–β) = 0.8, α = 0.05 and an expected effect size of 0.3, yielding a 
required sample size of 67 individuals. All participants self-
reported having normal or corrected-to-normal vision and a 
normal sense of hearing, thus meeting the criteria for online 
participation. Most of the volunteers were students at the 
University of Bologna, and all gave their consent online to 
participate in the experiment. They did not receive any 
reimbursement or debriefing. This research was performed in 
accordance with the Declaration of Helsinki and it was approved 
by the Bioethical Committee of the University of Bologna 
(Protocol Number 284744).
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2.2. Procedure

2.2.1. Intentional binding task
Participants were instructed to seat in front of their personal 

computer and keep a 40 cm distance from the screen throughout 
the entire experiment. In the Action condition, each trial started 
with a screen displaying an image representing an unpressed 
button placed at the center of the monitor. Participants were 
invited to press the mouse button whenever they wanted to press 
the virtual button on the screen. Following the button press, the 
image changed into a pressed button and stayed on the screen for 
50 ms whereupon it returned to its initial unpressed status. A 
sound was delivered for 100 ms after one out of five randomly 
chosen temporal delays (100, 300, 500, 700, or 900 ms), while the 
unpressed button remained visible on the screen for 400 ms. 
Participants were then invited to respond to the following question 
by selecting one of three possible answers by pressing the 
corresponding number on the keyboard: (i) I believe that: 1. The 
sound was caused by my mouse click without any delay; 2. The 
sound was caused by my mouse click with some delay; 3. The sound 
has been caused by the computer. Moreover, participants were 
asked to (ii) Estimate the temporal interval between the response 
and the sound by clicking with the mouse in a specific position on 
a horizontal black bar representing the temporal interval between 
0 and 1,000 ms (Figure 1A). Then, a feedback message lasting 
500 ms was presented while the chosen option was highlighted in 
red (Question 1) and the estimated temporal interval was 
displayed (Question 2). In the Control trials, instead, participants 
did not have to perform any action. Therefore, after the first screen 
with the unpressed button lasting 700 ms, the button was pressed 
automatically (in line with Poonian and Cunnington, 2013) and 
remained visible in the released status for 400 ms. Afterwards, 
participants were required to respond to the temporal estimation 
question, as described above.

Each condition was repeated 14 times, for a total of 140 trials 
divided into two blocks (70 Action trials, 70 Control trials). The 
presentation order of Action and Control blocks was 
counterbalanced across participants. Before performing the task, 
participants were asked to complete a training phase consisting of 
5 trials for each condition. Overall, the task lasted approximately 
20 min. Prior work supports the validity of on-line versions of the 
Intentional Binding paradigm (Galang et al., 2021).

2.2.2. Moral cognition task
At the end of the Intentional Binding task, participants were 

invited to watch 36 videoclips composed of three frames each 
for a total of 108 images (Figure 1B). Some of these videoclips 
were taken from Decety and Cacioppo (2012) and Baez et al. 
(2012, 2013, 2014), while the remainder were created in our 
laboratory. These videoclips were accurately matched based on 
the ratings of a pilot study conducted with 40 participants (see 
Supplementary material for further details). In each videoclip, 
two characters were depicted: an active character performing an 
action (the agent) and a passive character/victim. The agent 

performed an action that could result in either a neutral 
outcome, with no consequences for the passive character, or in 
a negative outcome consisting of harm to the victim; moreover, 
harmful actions could appear to be either intentional (i.e., 
stemming from the agent’s negative belief that the action will 
cause harm) or accidental, resulting in three types of scenarios: 
Intentional Harm (negative outcome/negative intention), 
Accidental Harm (negative outcome/neutral intention), and 
Neutral (neutral outcome/neutral intention). Given that the 
actors’ faces were not visible, participants could understand the 
victim’s suffering and the agent’s intention from their body 
expressions and postures.

Each trial started with a white fixation cross lasting 300 ms, 
followed by the first frame (500 ms), second frame (200 ms), 
and third frame (1,000 ms). At the end of each videoclip, they 
were asked to perform a modified version of the Empathy for 
Pain task (Decety et al., 2011; Baez et al., 2012, 2013, 2014; 
Couto et al., 2013). In the four critical questions, participants 
rated on a 9-point Likert scale (1 = not at all, 9 = completely) 
the degree to which they thought: (1) the passive character felt 
physical pain as a result of the protagonist’s action (Physical 
Pain); (2) the protagonist’s intention was malicious (Malicious 
Intention); (3) the protagonist’s action was morally permissible 
(Moral Permissibility); (4) the protagonist was worthy of 
punishment (Punishment). The order of trials was randomized 
across participants, while question order was fixed in each 
trial. The whole task lasted about 10 min.

Both of the tasks were programmed using OpenSesame 
software 3 (Mathôt et al., 2012) running on the MindProbe server 
powered by Jatos.1

2.3. Data analysis

Behavioral data from the Intentional Binding task were 
analyzed as follows: for each participant, temporal estimation 
trials with response times exceeding 3 standard deviations (SD) 
from the mean were discarded (0.38%). Then, the delay 
estimation error (EE) was computed by subtracting the actual 
interval from the estimated response (a negative value indicates 
underestimation, while a positive one indicates overestimation). 
Using the EE values, we  carried out an Analysis of Variance 
(ANOVA) with the within-subject factors Time Interval (100, 
300, 500, 700, 900) and Condition (Action, Control). Another 
ANOVA was also performed with the explicit Agency Ratings 
collected exclusively in the Action condition with the within-
subject factor Time Interval (100, 300, 500, 700, and 900). In line 
with Poonian and Cunnington (2013), we  computed the 
Intentional Binding index by subtracting EE values in the Control 
condition from those measured in the Action condition: the 
lower the Intentional Binding index, the stronger the time 

1 http://mindprobe.eu
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compression effect. To test the relation between implicit and 
explicit SoA, we carried out a correlation analysis on Intentional 
Binding and Agency Ratings.

For the Moral Cognition task, we  first discarded values 
exceeding 3 SD from the group mean relative to a specific rating 
(0.95%). For each subscale, we carried out a separate ANOVA with 
the within-subject factor Scenario (Intentional, Accidental, 
and Neutral).

Lastly, we  performed correlational analyses by computing 
Pearson’s correlations (r) between SoA indices (EE, Intentional 
Binding and Agency Ratings) and rating scales (Physical Pain, 

Malicious Intentionality, Moral Permissibility and Punishment) 
separately for each moral scenario (see Supplementary material 
for further analyses). When small violations of normality were 
detected using a Shapiro–Wilk test, we reported Spearman’s rank 
coefficient (rho). Frequentist correlation analyses were 
complemented by their Bayesian counterparts.

All frequentist analyses were performed with R software 3.6.2 
(Team, 2021) using Jamovi 2.3.12 (Şahin and Aybek, 2019). The 
level of significance was set at p < 0.05. Bonferroni corrections 
were used for post-hoc multiple comparisons. Effect sizes were 
estimated by computing partial-eta2 (ηp

2). Bayesian analyses were 

A

B

FIGURE 1

Experimental Paradigms. (A) Intentional Binding task: A first screen with the image of an unpressed button located at the center of the monitor 
was presented until a response was made (Action condition) or it remained on the screen for 700 ms (Control condition). In the Action condition, 
participants were asked to click with the mouse to press the button, while in the Control condition, the button was pressed automatically. As soon 
as the response was made by clicking the mouse (Action condition) or automatically triggered (Control condition), the button on the screen was 
depressed for 50 ms. Then, the button on the screen returned to an unpressed state and a sound was emitted for 100 ms after a random delay 
(100–900 ms). The button remained visible on the screen for another 400 ms. After that, participants were asked to respond to two questions 
investigating, explicit and implicit SoA, respectively. A 500 ms long visual feedback screen confirmed their choices. The interval between trials 
lasted 700 ms. (B) Moral Cognition task: Each trial started with a fixation cross (500 ms) followed by the videoclip (first frame – 500 ms, second 
frame – 200 ms, third frame – 1000 ms). Then, the four questions – Physical Pain, Malicious Intentionality, Moral Permissibility, Punishment – 
appeared on the screen and remained visible until the participant’s response. This was followed by visual feedback lasting 2000 ms. Each trial 
finished with an empty screen lasting 1000 ms. Please note that the first three frames of the scenario depict Intentional Harm, the second ones 
Accidental Harm and the third the Neutral scenario.
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performed with Jasp 0.13.1.0 (Wagenmakers et al., 2018) using 
default values.

3. Results

3.1. Intentional binding task

The Time Interval x Condition ANOVA on EE revealed a 
significant main effect of Time Interval (F4,276  = 170.40; 
p < 0.001, ηp

2 = 0.76) with each delay significantly different 
from the others (all p < 0.001), showing that participants were 
less accurate when estimating longer delays compared to 
shorter ones. Moreover, we  observed a main effect of 
Condition (F1,69 = 15.54; p < 0.001, ηp

2 = 0.012) showing that 
temporal compression was overall greater in Action trials 
(M ± SD = −205 ± 118 ms) relative to Control trials 
(M ± SD = −164 ± 116 ms; Figure  2A). The two-way 
interaction between Time Interval and Condition did not 
reach significance (p = 0.93).

The one-way ANOVA on the Agency Ratings revealed a 
significant effect of Time Interval (F4,276  = 247, p  < 0.001, 
ηp

2  = 0.561). Post-hoc tests showed that Agency Ratings were 
significantly different across all time intervals (all p < 0.001), with 
stronger subjective feelings of agency at shorter time intervals2 
(Figure 2B).

Correlation analyses between the Intentional Binding Index 
and Agency Ratings revealed a significant positive relationship 
(r = 0.204, p = 0.045), with stronger explicit agency ratings linked 
to stronger intentional binding effects (Figure 2C).

3.2. Moral cognition task

Figure 2 also shows participants’ ratings of the three moral 
scenarios. The ANOVA on pain ratings was significant 

2 Please note that lower scores on the agency rating scale indicate stronger 

subjective feelings of agency while higher scores indicate weaker agency.

A B C

D E F G

FIGURE 2

Intentional Binding Task & Moral Cognition Task Results. (A) The implicit measure of intentional binding (Estimation Error; y-axis) is presented 
for the different time intervals (x-axis). (B) The explicit measure of agency (Agency Rating; y-axis) is plotted in relation to the different time 
Intervals (x-axis). (C) Scatter plot showing the correlation between explicit agency (y-axis) and the Intentional Binding index (x-axis). (D) Box 
plot showing physical pain ratings. (E) Box plot showing malicious intentionality ratings. (F) Box plot showing moral permissibility rating. (G) Box 
plot showing punishment ratings. For each graph of the Moral Cognition task (D–G), the x-axis represents the three different scenarios 
(Intentional, Accidental, Neutral) while the y-axis depicts the specific rating score. Significance levels are shown by hashes and asterisks 
(#p = 0.05, *p < 0.001).
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(F2,136 = 1,021, p < 0.001, ηp
2 = 0.850; Figure 2D). Participants rated 

the perceived pain of the victim marginally higher in Accidental 
scenarios (M ± SD: 6.38 ± 1.34) compared to Intentional 
(6.16 ± 1.19; p  = 0.046) and Neutral scenarios (1.09 ± 0.17; 
p < 0.001), which in turn significantly differed from each other 
(p < 0.001).

The ANOVA on intentionality ratings was significant 
(F2,130 = 912, p < 0.001, ηp

2 = 0.873; Figure 2E) showing a higher 
attribution of malicious intentionality for Intentional scenarios 
(7.24 ± 0.99) compared to Accidental (3.04 ± 0.97; p < 0.001) and 
Neutral scenarios (1.43 ± 0.86; p  < 0.001), which in turn 
significantly differed from each other (p < 0.001).

The ANOVA on moral permissibility ratings was also significant 
(F2,136 = 739, p < 0.001, ηp

2 = 0.828; Figure 2F). Participants rated the 
action less morally permissible in Intentional scenarios (2.59 ± 0.87) 
relative to Accidental (4.98 ± 1.56; p < 0.001) and Neutral scenarios 
(8.41 ± 0.66; p < 0.001), which in turn significantly differed from 
each other (p < 0.001).

Lastly, the ANOVA on punishment (F2,134 = 581, p < 0.001, 
ηp

2 = 0.794; Figure 2G) showed greater willingness to punish the 
agent in Intentional scenarios (6.40 ± 1.38) compared to Accidental 
(3.98 ± 1.27; p  < 0.001) and Neutral scenarios (1.16 ± 0.23; 
p < 0.001), which in turn significantly differed from each other 
(p  < 0.001). Overall, these results suggest that participants 
correctly evaluated the scenarios.

Correlation analysis

We observed a positive correlation between averaged EE for 
Action trials and moral permissibility ratings of Accidental 
Harm scenarios (r = 0.32, p = 0.004, BF+0 = 10.321); this indicates 
that those participants who reported stricter moral judgments 
of accidental harms also showed more temporal compression 
between their own actions and the subsequent sounds, which 

could be considered an implicit measure of SoA (Figure 3A). A 
positive correlation was also found between explicit agency 
ratings and the moral permissibility of Accidental Harm 
(rho = 0.265, p = 0.013, BF+0 = 4.243), indicating stricter moral 
judgments of accidental injuries for participants with stronger 
explicit SoA (Figure  3B). Finally, we  observed another 
correlation between explicit agency and malicious intentionality 
ratings of Accidental Harm (rho = −0.326, p  = 0.003, 
BF+0  = 16.895), suggesting a higher attribution of malicious 
intentionality in cases of accidental injury for participants with 
higher explicit SoA (Figure 3C). All the significant correlations 
survived a correction for multiple comparisons (all p < 0.05). No 
other significant correlations found (all p  > 0.05; see 
Supplementary material for confirmatory analyses).

4. Discussion

In the present study, we sought to investigate whether there 
is a correspondence between the Sense of Agency (SoA) and the 
way we morally evaluate others’ actions. SoA was measured 
through the Intentional Binding task (Imaizumi and Tanno, 
2019), which allowed us to measure, both implicitly and 
explicitly, the subjective feeling of being in control of one’s own 
actions by means of temporal estimation and agency ratings, 
respectively. In the Moral Cognition task, participants 
evaluated, along four different axes, the intentionally harmful, 
accidentally harmful and neutral actions performed by others. 
Our main results demonstrate a consistent relation between 
SoA and morality judgments, since we found two significant 
correlations between the way we judge the moral permissibility 
of Accidental Harm scenarios and SoA (both its explicit and 
implicit components). Specifically, the greater the SoA, the 
stricter the moral judgements of agents in these scenarios. In 
addition, and only for explicit SoA, we observed a correlation 

A B C

FIGURE 3

Correlation Analysis Results. (A) Scatter plot showing the correlation between moral permissibility ratings of Accidental Harm scenarios (y-axis) 
and the estimation error averaged across all the time intervals in Action trials only (x-axis). (B) Scatter plot showing the correlation between moral 
permissibility ratings of Accidental Harm scenarios (y-axis) and Explicit Agency (x-axis). (C) Scatter plot showing the correlation between malicious 
intentionality ratings of Accidental Harm scenarios (y-axis) and Explicit Agency (x-axis).
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with Malicious Intentionality ratings of the same scenarios: the 
stronger the SoA, the higher the attribution of malicious 
intentionality to the agent in Accidental scenarios. This pattern 
was specific to Accidental Harm as it was not found with the 
other two scenarios.

Concerning Intentional Binding, we  replicated the well-
established underestimation effect (Poonian and Cunnington, 
2013; Imaizumi and Tanno, 2019), wherein people tend to show 
greater underestimation of the temporal interval between their 
action and its associated consequence, compared to control 
conditions. We confirmed this result by showing greater temporal 
compression of the action-outcome interval in the condition 
where participant’s own actions produced the outcomes, compared 
to the passing viewing condition. Our data suggest that Intentional 
Binding is comparable across temporal delays; we did not find a 
significant interaction between the Time Interval and Condition 
factors. This result is perfectly in line with previous studies 
adopting the same experimental paradigm (Imaizumi and Tanno, 
2019; for different results see Zapparoli et al., 2020).

Regarding explicit SoA, we  observed, instead, that it 
decreased at increasing time intervals: the shorter the delay 
between the action and the outcome, the stronger the explicit 
SoA (in line with Poonian and Cunnington, 2013; Wen et al., 
2015; Imaizumi and Tanno, 2019). Importantly, the intentional 
binding index also correlated with the averaged explicit agency 
ratings, with shorter temporal estimations associated with higher 
explicit SoA (as reported also in Imaizumi and Tanno, 2019; 
Galang et al., 2021; for different results see Moore et al., 2012; 
Dewey and Knoblich, 2014; Saito et al., 2015; Wen et al., 2015; Ma 
et al., 2021). In their multifactorial two-step model, Synofzik et al. 
(2008) argued that bottom-up mechanisms account for the 
feeling of agency (implicit SoA), which is further processed 
through top-down mechanisms to form an explicit attribution of 
agency (explicit SoA). Following this line of thought, it seems 
that, in our case, the bottom-up processing of perceptual output 
and the top-down influence of cognitive factors showed similar 
patterns of effects.

Concerning the Moral Cognition task, we  found that 
participants relied on both agent intention and action outcome 
when judging the morality of the scenarios (Young and Saxe, 2009; 
Baez et al., 2014; Gan et al., 2016). Indeed, intentional pain scenarios 
were judged more severely than accidental pain scenarios; moreover, 
despite sharing the same neutral intention, accidental harm 
scenarios were considered less morally permissible than neutral 
scenarios. These effects likely emerged due to the different outcomes 
of the two types of actions: victim’s suffering in the former, but not 
in the latter. Dual-system approaches explain the fundamental 
properties of human moral judgments by contrasting “emotional” 
and “rational/cognitive” processes (Cushman, 2013). Emotional 
processes are involved in the affective reaction to the injury 
experienced by the victim (action outcome), while the cognitive 
processes are involved in inferring the agent’s mental state (agent 
intention). Because Accidental Harm and Neutral actions share the 
same neutral intention (cognitive processes), the moral 

permissibility of the scenarios mostly depends on emotional 
processes, which are recruited when watching someone’s suffering 
(Accidental Harm) compared to a situation where there is no harm 
for anybody (Neutral scenarios).

Crucially, when comparing the results of the Intentional 
Binding and Moral Cognition tasks, we  found two significant 
correlations – also strongly supported by Bayesian analyses – 
between implicit and explicit SoA indices and moral judgments of 
Accidental Harm scenarios. Specifically, the stronger the SoA – 
meaning a greater temporal underestimation effect for Action 
trials on the implicit intentional binding measure – the stricter the 
moral judgment. Moreover, for the explicit measure of agency 
only, and in line with our previous finding, we also observed a 
significant relation with the intentionality rating of the same 
scenarios: the stronger the agency, the more malicious the 
intentionality was evaluated to be. This self-other overlap is 
reminiscent of the “simulation theory” proposals (Carruthers, 
1996; Waytz and Mitchell, 2011), which posit that perceivers can 
use knowledge about themselves to infer the mental states of 
others. In this vein, feeling more responsible for our own actions 
would predict a similar tendency when judging the actions 
of others.

It is not surprising that all these correlations emerged only with 
Accidental Harm scenarios. Indeed, as recently proposed by 
Hirschfeld-Kroen et al. (2021), Accidental Harm scenarios are an 
important context for broadening our understanding of the relation 
between agency and moral judgments thanks to the incongruence 
between the agent’s intention, which is neutral, and the action’s 
outcome, which is instead negative (Young and Saxe, 2009). Indeed, 
for judging these scenarios, people must inhibit a salient and 
prepotent representation (i.e., the observed outcome for the victim) 
and assign more weight to a less immediate alternative (i.e., the 
intention of the agent; Young and Saxe, 2009; Margoni and Surian, 
2016, 2021; Baez et al., 2018; Schwartz et al., 2021). Thus, the pattern 
of correlations that we  observed may suggest that people with 
stronger SoA fail to inhibit outcome/victim-based emotional 
processes. Future research is needed to understand whether stronger 
SoA is associated with a more general reduced ability to inhibit 
irrelevant information. Moreover, future studies over larger samples 
are needed to replicate the results of the present exploratory study.

Our results appear to agree with another study investigating the 
relation between SoA and morality: Moretto et al. (2011) found 
enhanced SoA in moral compared to non-moral contexts. Indeed, 
participants exhibited stronger picture-effects binding when the 
picture represented a moral dilemma compared with a purely 
economic dilemma. This suggests that agency is perceived differently 
in morally salient events relative to other events. Furthermore, our 
data are also in line with those reported by Lepron et al. (2015), 
where being held responsible for third-person pain caused an 
enhanced empathic response, suggesting that SoA may play a role in 
regulating empathy and, consequently, moral conduct. Importantly, 
the results of our research - the more you master your own actions, 
the more rigorous your moral judgment is - add to the previous 
literature suggesting that our sense of responsibility for our own 
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actions goes hand in hand with our moral rigor for others’ actions. 
We could conclude by saying that a “responsible brain” is also a 
“moral brain.”

Data availability statement

The raw data supporting the conclusions of this article will 
be made available by the authors, without undue reservation.

Ethics statement

The studies involving human participants were reviewed and 
approved by Local ethical committee of the University of Bologna 
(Protocol Number 284744). Written informed consent was not 
provided because of the online data collection procedure where 
inform consent was inherent to the participation to the experiment.

Author contributions

CS was responsible for the conceptualization, experimental 
design, data analyses, and manuscript writing for this project. KC 
was responsible for the experimental design, data collection and 
analysis, and manuscript writing. SP was responsible for the 
experimental design, data collection, and manuscript revision. AA 
was responsible for the conceptualization, experimental design, 
resource acquisition, and manuscript revision. All authors 
contributed to the article and approved the submitted version.

Funding

This work was financially supported by research grants from the 
Bial Foundation (347/18 and 304/2022), Fondazione del Monte di 
Bologna e Ravenna (1402bis/2021), and the Ministero dell’Istruzione, 
dell’Università e della Ricerca (2017N7WCLP) awarded to AA.

Conflict of interest

The authors declare that the research was conducted in the 
absence of any commercial or financial relationships that could 
be construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the 
authors and do not necessarily represent those of their affiliated 
organizations, or those of the publisher, the editors and the 
reviewers. Any product that may be evaluated in this article, or 
claim that may be made by its manufacturer, is not guaranteed or 
endorsed by the publisher.

Supplementary material

The Supplementary material for this article can be found online 
at: https://www.frontiersin.org/articles/10.3389/fpsyg.2022.1070742/
full#supplementary-material

References
Avenanti, A., Bolognini, N., Maravita, A., and Aglioti, S. M. (2007). Somatic and 

motor components of action simulation. Curr. Biol. 17, 2129–2135. doi: 10.1016/j.
cub.2007.11.045

Baez, S., Herrera, E., García, A. M., Huepe, D., Santamaría-García, H., and 
Ibáñez, A. (2018). Increased moral condemnation of accidental harm in 
institutionalized adolescents. Sci. Rep. 8:11609. doi: 10.1038/s41598-018-29956-9

Baez, S., Herrera, E., Villarin, L., Theil, D., Gonzalez-Gadea, M. L., Gomez, P., et al. 
(2013). Contextual social cognition impairments in schizophrenia and bipolar 
disorder. PLoS One 8:e57664. doi: 10.1371/journal.pone.0057664

Baez, S., Manes, F., Huepe, D., Torralva, T., Fiorentino, N., Richter, F., et al. (2014). 
Primary empathy deficits in frontotemporal dementia. Front. Aging Neurosci. 6:262. 
doi: 10.3389/fnagi.2014.00262

Baez, S., Rattazzi, A., Gonzalez-Gadea, M. L., Torralva, T., Vigliecca, N. S., 
Decety, J., et al. (2012). Integrating intention and context: assessing social cognition 
in adults with Asperger syndrome. Front. Hum. Neurosci. 6:302. doi: 10.3389/
fnhum.2012.00302

Beck, B., Di Costa, S., and Haggard, P. (2017). Having control over the external 
world increases the implicit sense of agency. Cognition 162, 54–60. doi: 10.1016/j.
cognition.2017.02.002

Buon, M., Dupoux, E., Jacob, P., Chaste, P., Leboyer, M., and Zalla, T. (2013). The role 
of causal and intentional judgments in moral reasoning in individuals with high 
functioning autism. J. Autism Dev. Disord. 43, 458–470. doi: 10.1007/s10803-012-1588-7

Carruthers, P. (1996). Simulation and self-knowledge: a defence of theory-theory. 
Theo. Mind 1, 22–38. doi: 10.1017/CBO9780511597985.004

Carruthers, G. (2012). The case for the comparator model as an explanation of the 
sense of agency and its breakdowns. Conscious. Cogn. 21, 30–45. doi: 10.1016/j.
concog.2010.08.005

Caspar, E. A., Bue, S. L., Haggard, P., and Cleeremans, A. (2020). The effect of 
military training on the sense of agency and outcome processing. Nat. Commun. 
11:4366. doi: 10.1038/s41467-020-18152-x

Chambon, V., Sidarus, N., and Haggard, P. (2014). From action intentions to 
action effects: how does the sense of agency come about? Front. Hum. Neurosci. 
8:320. doi: 10.3389/fnhum.2014.00320

Ciardo, F., Beyer, F., De Tommaso, D., and Wykowska, A. (2020). Attribution of 
intentional agency towards robots reduces one’s own sense of agency. Cognition 
194:104109. doi: 10.1016/j.cognition.2019.104109

Couto, B., Sedeño, L., Sposato, L. A., Sigman, M., Riccio, P. M., Salles, A., et al. 
(2013). Insular networks for emotional processing and social cognition: comparison 
of two case reports with either cortical or subcortical involvement. Cortex 49, 
1420–1434. doi: 10.1016/j.cortex.2012.08.006

Cushman, F. (2013). Action, outcome, and value: a dual-system framework for 
morality. Personal. Soc. Psychol. Rev. 17, 273–292. doi: 10.1177/1088868313495594

Decety, J., and Cacioppo, S. (2012). The speed of morality: a high-density 
electrical neuroimaging study. J. Neurophysiol. 108, 3068–3072. doi: 10.1152/
jn.00473.2012

Decety, J., Michalska, K. J., and Kinzler, K. D. (2011). The developmental 
neuroscience of moral sensitivity. Emot. Rev. 3, 305–307. doi: 
10.1177/1754073911402373

Dewey, J. A., and Knoblich, G. (2014). Do implicit and explicit measures of the 
sense of agency measure the same thing? PLoS One 9:e110118. doi: 10.1371/journal.
pone.0110118

Di Pellegrino, G., Fadiga, L., Fogassi, L., Gallese, V., and Rizzolatti, G. (1992). 
Understanding motor events: a neurophysiological study. Exp. Brain Res. 91, 
176–180. doi: 10.1007/BF00230027

https://doi.org/10.3389/fpsyg.2022.1070742
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/articles/10.3389/fpsyg.2022.1070742/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/fpsyg.2022.1070742/full#supplementary-material
https://doi.org/10.1016/j.cub.2007.11.045
https://doi.org/10.1016/j.cub.2007.11.045
https://doi.org/10.1038/s41598-018-29956-9
https://doi.org/10.1371/journal.pone.0057664
https://doi.org/10.3389/fnagi.2014.00262
https://doi.org/10.3389/fnhum.2012.00302
https://doi.org/10.3389/fnhum.2012.00302
https://doi.org/10.1016/j.cognition.2017.02.002
https://doi.org/10.1016/j.cognition.2017.02.002
https://doi.org/10.1007/s10803-012-1588-7
https://doi.org/10.1017/CBO9780511597985.004
https://doi.org/10.1016/j.concog.2010.08.005
https://doi.org/10.1016/j.concog.2010.08.005
https://doi.org/10.1038/s41467-020-18152-x
https://doi.org/10.3389/fnhum.2014.00320
https://doi.org/10.1016/j.cognition.2019.104109
https://doi.org/10.1016/j.cortex.2012.08.006
https://doi.org/10.1177/1088868313495594
https://doi.org/10.1152/jn.00473.2012
https://doi.org/10.1152/jn.00473.2012
https://doi.org/10.1177/1754073911402373
https://doi.org/10.1371/journal.pone.0110118
https://doi.org/10.1371/journal.pone.0110118
https://doi.org/10.1007/BF00230027


Spaccasassi et al. 10.3389/fpsyg.2022.1070742

Frontiers in Psychology 09 frontiersin.org

Engbert, K., Wohlschläger, A., and Haggard, P. (2008). Who is causing what? The 
sense of agency is relational and efferent-triggered. Cognition 107, 693–704. doi: 
10.1016/j.cognition.2007.07.021

Engbert, K., Wohlschläger, A., Thomas, R., and Haggard, P. (2007). Agency, 
subjective time, and other minds. J. Exp. Psychol. Hum. Percept. Perform. 33, 
1261–1268. doi: 10.1016/j.cognition.2007.07.021

Fletcher, P. C., and Frith, C. D. (2009). Perceiving is believing: a Bayesian approach 
to explaining the positive symptoms of schizophrenia. Nat. Rev. Neurosci. 10, 48–58. 
doi: 10.1038/nrn2536

Frith, C. D., Blakemore, S. J., and Wolpert, D. M. (2000). Explaining the symptoms 
of schizophrenia: abnormalities in the awareness of action. Brain Res. Rev. 31, 
357–363. doi: 10.1016/S0165-0173(99)00052-1

Galang, C. M., Malik, R., Kinley, I., and Obhi, S. S. (2021). Studying sense of 
agency online: can intentional binding be observed in uncontrolled online settings? 
Conscious. Cogn. 95:103217. doi: 10.1016/j.concog.2021.103217

Gallagher, S. (2012). Multiple aspects in the sense of agency. New Ideas Psychol. 
30, 15–31. doi: 10.1016/j.newideapsych.2010.03.003

Gan, T., Lu, X., Li, W., Gui, D., Tang, H., Mai, X., et al. (2016). Temporal dynamics 
of the integration of intention and outcome in harmful and helpful moral judgment. 
Front. Psychol. 6:2022. doi: 10.3389/fpsyg.2015.02022

Greene, J. D. (2015). The rise of moral cognition. Cognition 135, 39–42. doi: 
10.1016/j.cognition.2014.11.018

Haggard, P. (2017). Sense of agency in the human brain. Nat. Rev. Neurosci. 18, 
196–207. doi: 10.1038/nrn.2017.14

Haggard, P., and Chambon, V. (2012). Sense of agency. Curr. Biol. 22, R390–R392. 
doi: 10.1016/j.cub.2012.02.040

Haggard, P., Clark, S., and Kalogeras, J. (2002). Voluntary action and conscious 
awareness. Nat. Neurosci. 5, 382–385. doi: 10.1038/nn827

Hirschfeld-Kroen, J., Jiang, K., Wasserman, E., Anzellotti, S., and Young, L. (2021). 
When my wrongs are worse than yours: behavioral and neural asymmetries in first-
person and third-person perspectives of accidental harms. J. Exp. Soc. Psychol. 
94:104102. doi: 10.1016/j.jesp.2021.104102

Imaizumi, S., and Tanno, Y. (2019). Intentional binding coincides with explicit 
sense of agency. Conscious. Cogn. 67, 1–15. doi: 10.1016/j.concog.2018.11.005

Lepron, E., Causse, M., and Farrer, C. (2015). Responsibility and the sense of 
agency enhance empathy for pain. Proc. R. Soc. B Biol. Sci. 282:20142288. doi: 
10.1098/rspb.2014.2288

Lush, P., Caspar, E. A., Cleeremans, A., Haggard, P., De Saldanha, M., da 
Gama, P. A., et al. (2017). The power of suggestion: Posthypnotically induced 
changes in the temporal binding of intentional action outcomes. Psychol. Sci. 28, 
661–669. doi: 10.1177/0956797616687015

Ma, K., Qu, J., Yang, L., Zhao, W., and Hommel, B. (2021). Explicit and 
implicit measures of body ownership and agency: affected by the same 
manipulations and yet independent. Exp. Brain Res. 239, 2159–2170. doi: 
10.1007/s00221-021-06125-5

Margoni, F., and Surian, L. (2016). Explaining the U-shaped development of 
intent-based moral judgments. Front. Psychol. 7:219. doi: 10.3389/fpsyg.2016.00219

Margoni, F., and Surian, L. (2021). Judging accidental harm: Due care and 
foreseeability of side effects. Curr. Psychol. 41, 8774–8783. doi: 10.1007/
s12144-020-01334-7

Mathôt, S., Schreij, D., and Theeuwes, J. (2012). OpenSesame: an open-source, 
graphical experiment builder for the social sciences. Behav. Res. Methods 44, 
314–324. doi: 10.3758/s13428-011-0168-7

Moore, J. W., and Haggard, P. (2010). Intentional binding and higher order agency 
experience. Conscious. Cogn. 19, 490–491. doi: 10.1016/j.concog.2009.11.007

Moore, J. W., Lagnado, D., Deal, D. C., and Haggard, P. (2009). Feelings of control: 
contingency determines experience of action. Cognition 110, 279–283. doi: 
10.1016/j.cognition.2008.11.006

Moore, J. W., Middleton, D., Haggard, P., and Fletcher, P. C. (2012). Exploring 
implicit and explicit aspects of sense of agency. Conscious. Cogn. 21, 1748–1753. doi: 
10.1016/j.concog.2012.10.005

Moretto, G., Walsh, E., and Haggard, P. (2011). Experience of agency and sense 
of responsibility. Conscious. Cogn. 20, 1847–1854. doi: 10.1016/j.
concog.2011.08.014

Poonian, S. K., and Cunnington, R. (2013). Intentional binding in self-made and 
observed actions. Exp. Brain Res. 229, 419–427. doi: 10.1007/s00221-013-3505-5

Rizzolatti, G., Fogassi, L., and Gallese, V. (2006). Mirrors in the mind. Sci. Am. 
295, 54–61. doi: 10.1038/scientificamerican1106-54

Ruess, M., Thomaschke, R., Haering, C., Wenke, D., and Kiesel, A. (2018). 
Intentional binding of two effects. Psychol. Res. 82, 1102–1112. doi: 10.1007/
s00426-017-0892-4

Şahin, M. D., and Aybek, E. C. (2019). Jamovi: an easy to use statistical software 
for the social scientists. Int. J. Asses. Tools Educ. 6, 670–692. doi: 10.21449/
ijate.661803

Saito, N., Takahata, K., Murai, T., and Takahashi, H. (2015). Discrepancy between 
explicit judgement of agency and implicit feeling of agency: implications for sense of 
agency and its disorders. Conscious. Cogn. 37, 1–7. doi: 10.1016/j.concog.2015.07.011

Schwartz, F., Djeriouat, H., and Trémolière, B. (2021). Judging accidental harm: 
reasoning style modulates the weight of intention and harm severity. Q. J. Exp. 
Psychol. 17470218221089964, 2366–2381. doi: 10.1177/17470218221089964

Seth, A. K., Suzuki, K., and Critchley, H. D. (2012). An interoceptive predictive 
coding model of conscious presence. Front. Psychol. 2:395. doi: 10.3389/
fpsyg.2011.00395

Spaccasassi, C., Zanon, M., Borgomaneri, S., and Avenanti, A. (2022). Mu rhythm 
and corticospinal excitability capture two different frames of motor resonance: a TMS/
EEG co-registration study. Cortex 154, 197–211. doi: 10.1016/j.cortex.2022.04.019

Suzuki, K., Lush, P., Seth, A. K., and Roseboom, W. (2019). Intentional binding 
without intentional action. Psychol. Sci. 30, 842–853. doi: 10.1177/0956797619842191

Synofzik, M., Vosgerau, G., and Newen, A. (2008). Beyond the comparator model: 
a multifactorial two-step account of agency. Conscious. Cogn. 17, 219–239. doi: 
10.1016/j.concog.2007.03.010

Team, R. C. (2021). R: A language and environment for statistical computing. 
Vienna, Austria: R Foundation for Statistical Computing, 2012.

Uithol, S., van Rooij, I., Bekkering, H., and Haselager, P. (2011). Understanding 
motor resonance. Soc. Neurosci. 6, 388–397. doi: 10.1080/17470919.2011.559129

Wagenmakers, E. J., Love, J., Marsman, M., Jamil, T., Ly, A., Verhagen, J., et al. 
(2018). Bayesian inference for psychology. Part II: example applications with JASP. 
Psychon. Bull. Rev. 25, 58–76. doi: 10.3758/s13423-017-1323-7

Waytz, A., and Mitchell, J. P. (2011). Two mechanisms for simulating other minds: 
dissociations between mirroring and self-projection. Curr. Dir. Psychol. Sci. 20, 
197–200. doi: 10.1177/0963721411409007

Wen, W., Yamashita, A., and Asama, H. (2015). The influence of action-outcome 
delay and arousal on sense of agency and the intentional binding effect. Conscious. 
Cogn. 36, 87–95. doi: 10.1016/j.concog.2015.06.004

Young, L., and Saxe, R. (2009). Innocent intentions: a correlation between 
forgiveness for accidental harm and neural activity. Neuropsychologia 47, 2065–2072. 
doi: 10.1016/j.neuropsychologia.2009.03.020

Zapparoli, L., Seghezzi, S., Zirone, E., Guidali, G., Tettamanti, M., Banfi, G., et al. 
(2020). How the effects of actions become our own. Sci. Adv. 6:eaay8301. doi: 
10.1126/sciadv.aay8301

https://doi.org/10.3389/fpsyg.2022.1070742
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://doi.org/10.1016/j.cognition.2007.07.021
https://doi.org/10.1016/j.cognition.2007.07.021
https://doi.org/10.1038/nrn2536
https://doi.org/10.1016/S0165-0173(99)00052-1
https://doi.org/10.1016/j.concog.2021.103217
https://doi.org/10.1016/j.newideapsych.2010.03.003
https://doi.org/10.3389/fpsyg.2015.02022
https://doi.org/10.1016/j.cognition.2014.11.018
https://doi.org/10.1038/nrn.2017.14
https://doi.org/10.1016/j.cub.2012.02.040
https://doi.org/10.1038/nn827
https://doi.org/10.1016/j.jesp.2021.104102
https://doi.org/10.1016/j.concog.2018.11.005
https://doi.org/10.1098/rspb.2014.2288
https://doi.org/10.1177/0956797616687015
https://doi.org/10.1007/s00221-021-06125-5
https://doi.org/10.3389/fpsyg.2016.00219
https://doi.org/10.1007/s12144-020-01334-7
https://doi.org/10.1007/s12144-020-01334-7
https://doi.org/10.3758/s13428-011-0168-7
https://doi.org/10.1016/j.concog.2009.11.007
https://doi.org/10.1016/j.cognition.2008.11.006
https://doi.org/10.1016/j.concog.2012.10.005
https://doi.org/10.1016/j.concog.2011.08.014
https://doi.org/10.1016/j.concog.2011.08.014
https://doi.org/10.1007/s00221-013-3505-5
https://doi.org/10.1038/scientificamerican1106-54
https://doi.org/10.1007/s00426-017-0892-4
https://doi.org/10.1007/s00426-017-0892-4
https://doi.org/10.21449/ijate.661803
https://doi.org/10.21449/ijate.661803
https://doi.org/10.1016/j.concog.2015.07.011
https://doi.org/10.1177/17470218221089964
https://doi.org/10.3389/fpsyg.2011.00395
https://doi.org/10.3389/fpsyg.2011.00395
https://doi.org/10.1016/j.cortex.2022.04.019
https://doi.org/10.1177/0956797619842191
https://doi.org/10.1016/j.concog.2007.03.010
https://doi.org/10.1080/17470919.2011.559129
https://doi.org/10.3758/s13423-017-1323-7
https://doi.org/10.1177/0963721411409007
https://doi.org/10.1016/j.concog.2015.06.004
https://doi.org/10.1016/j.neuropsychologia.2009.03.020
https://doi.org/10.1126/sciadv.aay8301

	Sense of agency predicts severity of moral judgments
	1. Introduction
	2. Materials and methods
	2.1. Participants
	2.2. Procedure
	2.2.1. Intentional binding task
	2.2.2. Moral cognition task
	2.3. Data analysis

	3. Results
	3.1. Intentional binding task
	3.2. Moral cognition task
	Correlation analysis

	4. Discussion
	Data availability statement
	Ethics statement
	Author contributions
	Funding
	Conflict of interest
	Publisher’s note
	Supplementary material

	 References

